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ABSTRACT

Mostof the traffic in today’s Internet is controlled by the Transmis-
sion Control Protocol (TCP),

Hence. the performance of TCP has a
ficant impact on the performance of the overall Internet. TCP
isa umlmtx protocol with many wser.configuable parameters and
a range of different implementations. In addition. rescarch con-
tinues 1o produce new developments in congestion control mech-
anisms and TCP options, and it s useful to trace the deployment
of these new mechanisms in the Intemet. As a final concem. the
seability and fairness of the curment Internet relies on the voluntary
use of congestion control mechanisms by end hosts. Therefore it
s important 1o test TCP implementations for conformant cnd-to-
end congestion control. Since web traffic forms the majority of
the TCP trafic, TCP implementations in today's web servers arc
of particular inierest. We have developed a tool called TCP Be-
havior Inference Tool (TBIT) to characterize the TCP behavior of
a remote web server. In this paper, we describe TBIT, and present
results about the TCP behaviors of major web servers, oblained us:
ing this tool. We also deseribe the use of TBIT (o detcet bugs and

the overall congestion contral behavior of the Internet is heayi
influenced by the TCP implementations in weh servers, sinct
ificantFaction of the ratfic i he Intemet consists of TOP rathe
from web servers to browsers [8].

TCP is & complex protocol with a range of user-config
parameters. A host of variations on the basic TCP protocol [27]
n proposed and deployed. Variants on the basic conges
tion control mechanism continue to be developed along with new
TCP aptonssuch 13 Seecive Acknowlkdgment (SACK) and
plicit Congestion Notifieation (ECN). To obtain a compehensive
picture of Tor performan P
Compinied by a ook at the ntemel e, Several actors motivated
s 1o develop TBIT.

One motivation for TBIT is to answer questions such as “Is it ap
propriatc (o base Internet simulation and analysis on Reno TCP?"
s Section 4.2 explains in some detail, Reno TCP is 3 older vari
antof TCP congestion control from 1990 that performs particularly
‘badly when multiple packes are dropped from a window of data
TBIT shows that newer TCP variants such as NewReno and SACK

are widely deploved in the Internet, and this fact should be taken

rable

[2001] Padhya et al.
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and Ying Lu, Meniber, IEEE

thstract—The I
wcous ontrol. Sev-

eral years ago, Internet traflic was mainly controlled by the tradi-
tional RENO, whereas it is now controlled by multiple different
CUBIC, and Compound TCP

ith heterogencous congestion con-
1 is the lack of the deployment infor-
mation of different TCP algorit this paper, we first pro-
pose a tool called TCP Congestion Avoidance Algorithu Identf
cation (CAAI) for actively identit TCP algorithm of a re-
mote Web server. CAAI can identify all default TCP algorithms
(&g, RENO, CURIC, and CTCP) and most no-deuult TCP 41
gorithms ..fn.,.,.., operaiag eytm Bl We i prsen he

AAT measurement result of about 30 000 Web servers. We found
thatonly 301 ~ 14.47% of he Web severs sl use RENO,

.92% of the Web servers use BIC o CUBIC, and 14.5% ~
25.66% of the Web servers use CTCP. Our
showa ron

surement results

TABLE |

Tcp ABLE IN MAJOR OPERATING SYSTEM FAMILIES

Operatng Systems | TCP algoriths.

Windows famly | RENO [2]. and CTCP (3]

i oy RENO,BIC 112} CUBIC 3], STCP 15
HTCP [15], HYBLA [16], ILLINO

L 03 Soc (19 YEGAS [0, VED
WESTWOOD: (22]. nd YEAH [23)

sors canchange their TCP algorithns with oy  single fne
of command. Linux developers can even design and then add

their own TCP algorithms
very lttle work [4]-[6] on the performance
and stability study of the Intemet with heterogeneous conges-

tion control. One fundamental reason is the lack of the deploy-
Cl

TC
4 RENO aaymers, aad  siong i that he Inernet congestion
Control s changed from hrmogencous to hetrogencons
Index Terms—Heterogeneous congestion control, Internet mea-
surement, TCP congestion control.

L INFROBUCTION

HE INTERNET has recently been evolving from homo-
encous congestion control (0 heterogeneous congestion
control. A few years ago, Intemet traffic was mainly controlled
by the same TCP congestion control algorithm—the standard
Additive-Increase-Multiplicative-Decrease algorithm [2],
lled RENO.! However. Internet traffic

an analogy, if we consider the Internet as a country, an Internet
node as a house, and a TCP algorithm running at a node as a
person living at a house, the process of obtaining

loyment nformation can be consdered s the TCP agorithm

TCP algorithm census is wital for the study and planning
Intemet

Question 1- Are the Majority of TCP Flows Sill Con-
trofled by Reno?: This is an important question because most
of recently proposed congestion control algorithms, such as
CUBIC 7], CTCP [8], DCCP [9], and SCTP [10], are designed
to perform well when competing with the traditional RENO,
but yet be friendly with the competing RENO traffic (usu-

NTERNET

[2011] Yang et al.
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Tcp Mo

eral years ago, by the tradi-
tional RENO, whereas it is now controlled by multiple different
TCP algorithms, such as RENO, CUBIC, and Compound TCP
)

(CTe
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mation of different TCP algorithms. In this paper. we first p
pose a tool called TCP Congestion Avoidance Algoriths Ideatifi-
cation (CAAI for actively identifying the TC!

mote Web scrver. CAAI can identify all default TCP algorithms
(e-g. RENO, CUBIC, and CTCP) and most non-default TCP al-
goriihms of major operating system familics. We then present the
CAAT measurement result of about 30 000 Web servers. We found
that only 3.81% ~ 14.47% of the Web servers still use RENO,
46.92% of the Web servers use BIC or CUBIC, and 14.5% ~
25.66% of the Web servers use CTCP. Our measurement results

“Operatng Systems | TCP algorims.

Windows funily | RENO (2], and CTCP (3]

Linux fanily RENO, BIC [12], CUBIC [13], FSTCP [I4]
HICP [15), HYBLA (16), ILLINOIS [17)

LP [15], STCP [19], VEGAS [20], VENO [21],

WESTWOOD+ [22], and YEAH [23]

users can change their TCP algorithms with only a single line
of command. Linux developers can even design and then add
their own TCP algorithms
“There s, however, very little work [4]-[6] on the performance
and stability study of the Intemet with heterogencous conges-
tion control. One fundamental reason is the lack of the deploy-
ion of dfferent TC! A

by RENO anymore, and

trong sign that the Internet congestion

Index: Terms—Heterogencous congestion control, Internet mea-
surement, TCP congestion control.

L INFROBUCTION

HE INTERNET has recently been evolving from homo-

geneous congestion control to heterogeneous cangestion
control. A few years ago, Intemet traffic was mainly controlled
by the same TCP congestion control algorithm—the standard
Additive-Increase-Multiplicative-Decrease algorithm  [2], [3]
which is usually called RENO.! However Internet traffic is

an analogy, if we consider the Internet as a country, an Internet
node as a house, and a TCP algorithm running at a node as a
person living at a house, the process of obtaining the TCP de-
ployment information can be considered as the TCP algorithm
census in the country of the Intemet. Just like the population
census is ital for the study and planning of the society, the
TCP algorithm census is wital for the study and planning of the
Intemet.

Ouestion 1- Are the Majority of TCP Flows Still Con-
trofled by Reno?: This is an important question because most
of recently proposed congestion control algorithms, such as
CUBIC [7], CTCP [8], DCCP [9], and SCTP [10], are designed
o perform well when competing with the traditional RENO,
but yet be friendly with the competing RENO traffic (usu-

i I I

[2011] Yang et al.

[2016] Cardwell et al.
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Problem Statement:

HOW DO WE EXPECT THE
INTERNET TO EVOLVE"?

Would it be reasonable to expect the
whole Internet to switch to BBR or
its variants, in the near future?

11
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Known Interactions between CUBIC and
BBR




Throughput in relation to buffer size

m Since CUBIC is loss based, it is able to outperform BBR in deep buffers by placing a
lot of packets in the bottleneck buffer.

m On the other hand, in shallow buffers, CUBIC loses out to BBR because of frequent
packet losses.

Observation 1. When competing at the bottleneck where
the bufter is deep, CUBIC tends to have higher throughput
than BBR; the converse is true when the buffer is shallow.

15



Throughput in relation to buffer size

80 ms BBR - 40 ms CUBIC ——
40 ms BBR - 80 ms CUBIC —=—
40 ms BBR - 40 ms CUBIC —+—

%]
T | I T T T 1

BBR's throughput (normalized)

ob— 1 1 1
01 2 3 4 5 6 7 8 9 10

Buff size (normalized by BDP of smallest RTT flow)

Fig. 1. BBR throughput vs. bottleneck buffer size.

m Therefore, there must be some buffer size T, where the throughput of the two
competing flows must be the same!

Observation 2. When a single BBR flow competes with a
single CUBIC flow at a bottleneck, there must exist some
threshold bottleneck buffer size Ty,;, such that when the
bottleneck buffer size Buff < Tg,;,, the BBR flow gets higher
throughput than the CUBIC flow and when Buff > Tg;,, the
CUBIC flow gets higher throughput than BBR.

16



Throughput in relation to number of
flows
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% of BBR flows at the bottleneck
Fig. 2. BBR’s throughput vs. % of BBR flows.

m Empirically, we can also observe that as the percentage of BBR flows at the
bottleneck increases, their per-flow average throughput reduces.

Observation 3. As the percentage of BBR flows at the bot-
tleneck increases, the per-flow average throughput of BBR
flows at that bottleneck decreases.

17



Throughput in relation to RTT

m CUBIC flows with a smaller RTT are able to probe much faster than flows with longer
RTTs due to frequent feedback.

m BBR flows with longer RTT are able to get higher bandwidth than flows with smaller
RTTs because they place 1 BDP worth of packets in the bottleneck buffer

Observation 4. When two BBR flows compete at a bottle-
neck, the flow with a longer RTT will get higher bandwidth
than the flow with a shorter RTT. When two CUBIC flows
compete at a bottleneck, the flow with a shorter RTT will get
higher bandwidth than the flow with a longer RTT.

18



Using these observation to predict a
Nash Equilibrium in a 2 flow game

m A Nash Equilibrium in a game is a strategy distribution between the players where
no player has anything to gain by changing only their strategy.

Table 2. Outcomes in a two-flow game. ( RT'T; > RTT;, winning strategies are |s¥fd vl itd it i)

Buff < T T; < Buff <13 I3 < Buff
Scenario | Strategies Outcome | Strategies Outcome | Strategies Outcome
S1 S S S22 | Sy So S1 S22 | S So S1 So
1 C L W |C L W |C L W
2 C B| L W ||e B W L B W L
3 B C W L B C W L B L W
1 B B W L B B W L B| B W L

Nash Equilibrium

19



Nash Equilibria in a general n-flow
game

m The complete mathematical proof is beyond the scope of this work, we therefore
make the conjecture that a NE will exist in an n-flow game

m This conjecture is based on the observation that BBR flows get diminishing returns
in throughput as the percentage of flows at the bottleneck increase

A
E Lt--------- o
= 2 =" small number of BBR
18 § P ® flows getting a large
0 o 7 share of bandwidth
’ T .

% o , linear function
o [ ] - - sub-linear function
E u

o
o
o I
m 0 100

% of BBER flows at the bottleneck
Fig. 3. Sub-linear increase in total BBR bandwidth.




Checking the claims of this conjecture
INn a limited state space

m We ran various number of flows through a common bottleneck link and measured their
throughputs.

m For a given number of flows and a network configuration we ran all the possible
combinations of flows running either CUBIC or BBR.

m Agiven distribution of CUBIC and BBR was considered to be the NE if in that
combination, all of the flows got worse throughput if they switched their congestion
control algorithm (while everyone else ran the same CC)

CBC

Is the NE if:
In BBC, flow 1 gets worse throughput
In CCC, flow 2 gets worse throughput
In CBB, flow 3 gets worse throughput

21



Properties of observed NE

m NE was computed in 6, 9 and 12 flow systems with each third of the flows having
RTTs 20, 50 and 80 ms respectively

m [n each case, we observed exactly one Nash Equilibrium

m |n each Nash Equilibrium, when the flows were sorted by the RTT, CUBIC was always
picked by the smallest RTT flows

(CCC...)(...BBB)

m flows (n-m) flows

22



Effect of buffer size and link speed on
the NE

w OSSR w SRS w SRRSO
ﬁ 100 20 Mbps —e— RTT3=80ms i 100 20 Mbps —+— RTT 3=80ms ﬁ 100 20 Mbps —— RTT3=80ms
+ 80+ 50Mbps —=— £ 80+ 50Mbps —=— £ 80
© 100MbPS = ® 100MbpS ® | 100MbPS T
2 60+ RTT2=50ms 2 60+ RTT 2 =50 ms 2 60 RTT 2 =50 ms
S S S
Q 4 / 9 40 g 40
g RTT1=20ms 5 RTT1=20ms 35 RTT1=20ms
O 20+ O 20 O 20
S kS / kS
‘De 0 | 1 | 1 1 | 1 | 1 J o‘e 0 - 1 | 1 | | 1 | 1 J D‘e 0 1 1 | 1 1 1 1 | 1 |
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Buff size (normalized by BDP of smallest RTT flow) Buff size (normalized by BDP of smallest RTT flow) Buff size (normalized by BDP of smallest RTT flow)
(a) 6 flows (b) 9 flows (c) 12 flows

Fig. 4. The effect of link capacity and number of flows on the Nash Equilibrium. RTTs 20 ms, 50 ms and 80 ms.

m Buffer size had the biggest effect on where the NE was

m At high buffer sizes, the NE seems to be at a 50-50 split between CUBIC and BBR
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Effect of RTT distribution on the NE

100
80
60
40

20

% of CUBIC flows at the NE

0

Buff size (normalized by BDP of smallest RTT flow)

L
20-50-80 ms RTTs —e— RTT 3 <
_ 40-80-120 ms RTTs —=— f 80
o
- g 60
- O 40
<
B O 20
G
| | | | 1 | | | | J D‘e U
0 1 2 3 4 5 6 7 8 9 10

(a) 6 flows, 50 Mbps

w
20-50-80 ms RTTs —e— RTT3 <
L 40-80-120 ms RTTs —=— f 80
4]
- g 60
- o 40
-
= O 20
B
| 1 | | | | 1 | | | D‘e U
01 2 3 4 5 6 7 8 9 10

Buff size (normalized by BDP of smallest RTT flow)

(b) 9 flows, 50 Mbps

20-50-80 ms RTTs —s— RTT 3
- 40-80-120 ms RTTs —=—

| 1 | | | | 1 | | |
0 1 2 3 4 5 6 7 8 9 10

Buff size (normalized by BDP of smallest RTT flow)

(c) 12 flows, 50 Mbps

Fig. 5. The effect of the RTT distribution on the Nash Equilibrium.

m RTT distribution had a small effect of the where the NE was
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Conclusion

m Despite BBR’s current throughput benefits, CUBIC is unlikely to disappear soon from
the Internet

m The Internetis likely to remain a heterogeneous mix of congestion control algorithms

m [CP performance is highly contextual
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Future work

m Formal proof for NE is a general n-flow game
m The Internet does not follow economic game theory

m Effect on the NE in the presence of multi-hop paths, large number of flows and
AQMs
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